A potential of mean force estimator based on nonequilibrium work exponential averages
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In this article we present a potential of mean force estimator based on measurements of the work performed on a system during out of equilibrium realizations of a process. More specifically, the quantities involved in the estimator are the work exponential averages related to the forward and backward directions of the process and the free energy difference between the end states. Such free energy difference can be estimated without resorting to additional methodologies or data, but exploiting the available work measurements in the Bennett acceptance ratio method. Despite the fact that work exponential averages give strongly biased free energy profiles, a simple combination of them, supplied with an accurate estimate of the free energy difference between the end states, provides good free energies, even for fast pulling velocities of the control parameter. Numerical tests have been performed on a deterministic non-Hamiltonian dynamic system (the folding/unfolding process of one alanine deca-peptide) and on a stochastic toy model (a particle which moves into a one-dimensional potential according to Langevin dynamics). In these tests we compare our potential of mean force estimator to the unidirectional Jarzynski equality and to other bidirectional estimators that have appeared in the literature recently.

1. Introduction

The nonequilibrium work theorem by Jarzynski,1
\[ \langle e^{-\beta W} \rangle = e^{-\beta \Delta F}, \]  
relates the work performed on a system during a nonequilibrium process, to the free energy difference \( \Delta F \) between two equilibrium states of that system. The angular brackets denote an average over all possible realizations of the process, during which the system evolves in time as a control parameter is varied from an initial to a final value. \( W \) is the external work performed on the system during one realization and \( \beta \) is the inverse temperature of a heat reservoir with which the system is equilibrated prior to the start of each realization of the process. Several derivations of eqn (1.1),1-12 as well as experimental tests,13,14 have been provided. Eqn (1.1) may be viewed as a straightforward consequence of a more general work theorem originally derived by Crooks for microscopically reversible Markovian systems in the context of Monte Carlo simulations.3,15 The Crooks nonequilibrium work theorem relates the probability of a trajectory to the probability of its time reversal:
\[ \frac{p(A \rightarrow B)}{p(A \leftarrow B)} = \exp[\beta(W_{A \rightarrow B} - \Delta F)], \]  
where \( p(A \rightarrow B) \) is the joint probability of taking the microstate \( A \) from a canonical distribution with Hamiltonian \( H_A \) and of performing the transformation to the microstate \( B \) with Hamiltonian \( H_B \). \( p(A \leftarrow B) \) is the analogous joint probability for the time reversed trajectory. In eqn (1.2), \( W_{A \rightarrow B} \) is the work performed on the system during the trajectory \( A \rightarrow B \) and \( \Delta F = F_B - F_A \). Since its original formulation, eqn (1.2), as well as the Jarzynski nonequilibrium work theorem, has been the object of intense research.8,15-24 Recently, Shirts et al. have demonstrated25 that eqn (1.2) can be exploited in the context of maximum likelihood methods to derive the so-called Bennett acceptance ratio,26 which is the best asymptotically unbiased method for determining the free energy difference between two states given work measurements collected from nonequilibrium processes switching the system between such states. In the same article,25 the authors have also proved that it is possible to interpret eqn (1.1) as the maximum likelihood estimator for the free energy difference within the limit that samples are drawn from only one distribution.

While theoretically remarkable, eqn (1.1) is known to furnish strongly biased free energy estimates,9,27-29 mainly because the exponential average depends crucially on a small fraction of realizations that transiently violate the second law of thermodynamics (i.e., realizations that yield a negative dissipated work). Since such realizations are very unlikely to occur among a collection of fast rate realizations, it is clear that the potential of mean force20,31 (PMF) cannot be determined accurately by the direct application of eqn (1.1). In this respect Hummer made several tests aimed at the calculation of the PMF between two methane molecules in water,28 concluding that the direct exponential average is likely to suffer from large systematic statistical uncertainties that can be alleviated using cumulant estimates of the free energy. The same conclusion was put forward by Park and Schulten27 and by
Oberhofer et al.9 Means of improving the computational efficiency of the Jarzynski nonequilibrium work theorem include, besides the cumulant expansion approach,25 biased path sampling7,32,33 and use of large time steps.34,35

With regard to the Crooks nonequilibrium work theorem, Shirts and Pande recently showed36 that the Bennett acceptance ratio, which is indeed based25 on the Crooks theorem, can be significantly more accurate than eqn (1.1) for recovering free energy differences, and even more efficient than thermodynamic integration.30 The main limitation of the method lies in the fact that it is not directly applicable to the calculation of the PMF along a given collective coordinate, but rather to free energy differences between end states. In principle, the Bennett acceptance ratio could be used to recover PMF profiles, but only at a very high computational cost. In fact, as Hummer pointed out,28 several equilibrium simulations should be performed at closely spaced sampled points along the collective coordinate. It also appears clear that such a protocol is hardly usable in pulling nonequilibrium experiments.13,16

Inspired by maximum likelihood arguments25 and by the concept of path-ensemble average in systems driven far from equilibrium,15 we have recently presented a methodology to estimate the PMF along a given collective coordinate.36 The basic advantage of the method with respect to the Jarzynski nonequilibrium work theorem is that it furnishes the PMF with greater accuracy, comparable to that of the Bennett acceptance ratio from which it is basically derived. However, unlike the Bennett method, which is devised for determining only free energy differences between end states, our approach provides the full PMF. A very similar PMF estimator has been also proposed by Feng and Crooks as an intermediate step to calculate the thermodynamic length of a system.27 In a very recent article, Minh and Adib,38 taking advantage of similar arguments,15 have developed a PMF estimator which reduces to the Bennett acceptance ratio25,26 at the end states. From numerical tests performed on a Brownian toy model, the authors found that their PMF estimator outperforms that of ref. 36, especially in the intermediate states along the collective coordinate. These recent bidirectional methods aimed at calculating the PMF all succeed in bypassing the intrinsic problem of the bias in the work exponential averages by means of more or less complicate expressions based on maximum likelihood arguments (the case of refs. 36 and 37) or on the optimal combination of the path distributions from the forward and backward directions of a process (the case of ref. 38).

In this article we present a very simple PMF estimator, which uses measurements of the work performed on a system during nonequilibrium pulling experiments in the forward and backward directions of a process. In particular, the estimator is based on a linear combination of forward and backward Jarzynski-like work exponential averages and on an estimate of the free energy difference between the end states. Such free energy difference is determined by exploiting the work measurements in the Bennett acceptance ratio method. The use of work exponential averages is indeed a remarkable fact considering that the accuracy of our bidirectional estimator, contrarily to the single work exponential averages, is only slightly affected by the velocity of the nonequilibrium realizations. This will be shown here through a comparative analysis involving the proposed estimator (eqn (2.7) of the present work), those of refs. 36 and 38, and the Jarzynski equality.1 The PMF will be calculated for two exemplary but not trivial cases: the folding/unfolding process of one alanine decapptide in the context of steered molecular dynamics simulations and the externally driven motion of a Brownian particle along a one-dimensional potential.

In the next section we present some theoretical considerations along with the PMF estimator. We then describe the studied systems and several technical aspects in section III. The results are given in section IV, while conclusive remarks are discussed in section V.

II. Theoretical background

The PMF30 of a system with \( N \) particles is strictly the potential that gives the mean force, estimated over all the configurations of \( n + 1, \ldots, n \) particles, acting on a particle \( j \) (with \( j = 1,2,\ldots,n \)) by keeping the particles \( 1,\ldots,j+1 \) fixed.31 In a more practical way, the PMF can be used to know how the free energy changes as a function of a collective coordinate of the system. Such a collective coordinate, \( \zeta \), is a general function \( \zeta(q) \) of the Cartesian coordinates of the system particles. The PMF, \( \Phi(\zeta) \), is defined from the distribution function of \( \zeta \) as

\[
\Phi(\zeta) = \Phi(\zeta^*) - \beta^{-1} \ln(f(\delta(\zeta(q) - \zeta) e^{-\beta V(q) dq}) \text{,} (2.3)
\]

where \( \Phi(\zeta^*) \) is an arbitrary constant, \( \delta(\zeta(q) - \zeta) \) is the Dirac \( \delta \) function for the coordinate \( \zeta \) and \( V(q) \) is the potential energy of the system.

Using nonequilibrium pulling techniques, such as optical tweezers16 or steered molecular dynamics simulations,27 it is possible to estimate the PMF as a function of the value of a control parameter \( \lambda \) used to drive the system along the chosen \( \zeta \) coordinate.1,36,38 Strictly speaking, this kind of PMF does not refer to the real system, but rather to a fictitious system whose potential energy is

\[
V'(q; \lambda) = V(q) + \frac{k}{2} [\zeta'(q) - \lambda] ^2 \text{,} (2.4)
\]

where the additional (harmonic) potential29 is used to produce the nonequilibrium realizations through the externally driven control parameter \( \lambda \). Using known nonequilibrium work relations,1,36,38 one may estimate the \( \lambda \)-dependent PMF, which is defined as

\[
\Phi(\lambda) = \Phi(\lambda^*) - \beta^{-1} \ln(f e^{-\beta V'(q,\lambda) dq}) \text{,} (2.5)
\]

where \( \Phi(\lambda^*) \) is the usual arbitrary constant. As a matter of fact, it has been shown27 that eqns (2.3) and (2.5) are equivalent if the stiff spring approximation holds. However, reweighting methods have been devised to recover the real PMF (eqn (2.3)) from nonequilibrium work measurements.5,38 that use external driving potentials such as that of eqn (2.4). In the present work we will treat the \( \lambda \)-dependent PMF (eqn (2.5)), leaving the formulation of reweighting approaches to further investigations. We point out, however, that the method proposed here is already usable in numerical experiments because the stiff spring approximation can be enforced.
easily with an appropriate choice of the harmonic force constant in eqn (2.4).

We start by noting that, if the work performed on a system is known for two collections of nonequilibrium realizations during which the control parameter \( \lambda \) (bound to a collective coordinate \( \zeta \)) is switched from the value \( \lambda_o \) to the value \( \lambda_b \) (forward, or \( F \), realizations) and vice versa (backward, or \( B \), realizations), then two independent PMF estimates based on the Jarzynski equality can be written as

\[
\begin{align*}
\Phi_F(\lambda) &= -\beta^{-1}\ln(e^{-\beta WF(\lambda)})
\quad \text{and} \quad -\beta^{-1}\ln(e^{-\beta WF(\lambda)}),
\text{(2.6)}
\end{align*}
\]

where \( W_F(\lambda) \) is the work done on the system to switch the control parameter from \( \lambda_o \) to \( \lambda \) during the \( F \) realizations and \( W_B(\lambda) \) is the work done on the system to switch the control parameter from \( \lambda_b \) to \( \lambda \) during the \( B \) realizations. Clearly, the equation for \( \lambda \) may take any value between \( \lambda_o \) and \( \lambda_b \). We stress that, since the initial microstates of the \( F \) and \( B \) realizations belong to different thermodynamic states, it is not possible to combine \( \Phi_F(\lambda) \) and \( \Phi_B(\lambda) \) directly to obtain an improved PMF estimator. The only possible combination calls into play \( \Phi_F(\lambda_o) \) and \( \Phi_B(\lambda_o) \) to eventually get the free energy difference \( \Delta F_{ab} = F(\lambda_b) - F(\lambda_o) \) between the end states.\(^{29}\) However, the provision of a reliable estimate of \( \Delta F_{ab} \) or even the simple knowledge of it from experimental data, would allow one to use \( \Phi_B(\lambda) \) to get an additional estimate of \( \Phi_F(\lambda) \), say \( \Phi'_{F}(\lambda) \), through the simple relationship \( \Phi'_F(\lambda) = \Delta F_{ab} + \Phi_B(\lambda) \). Analogously, the relationship \( \Phi'_F(\lambda) = -\Delta F_{ab} + \Phi_B(\lambda) \) allows us to get an estimate of \( \Phi_B(\lambda) \) from the knowledge of \( \Phi_F(\lambda) \). Taking advantage of this, we propose the following simple estimate of the PMF

\[
\Phi(\lambda) = -\beta^{-1}\ln[e^{-\beta W_F(\lambda)} + e^{-\beta W_B(\lambda)}] + c
\quad \text{and} \quad -\beta^{-1}\ln[e^{-\beta W_F(\lambda)} + e^{-\beta W_B(\lambda)}] + c,
\text{(2.7)}
\]

where \( c \) is an arbitrary constant. Of course, an equivalent estimator can be written using \( \Phi_B(\lambda) \) and \( \Phi'_F(\lambda) \). Basically, to employ eqn (2.7), one needs to supply a strategy for determining \( \Delta F_{ab} \), resorting, if possible, to the data already available, i.e., the nonequilibrium work measurements in the \( F \) and \( B \) directions. In this respect a candidate approach could be to combine \( \Phi_F(\lambda_o) \) and \( \Phi_B(\lambda_o) \) (from eqn (2.6)) as suggested by Shirts and Pande in ref. 29. However, as the authors themselves showed,\(^{29}\) the Bennett acceptance ratio method\(^ {30} \) is significantly more efficient than work exponential averages in recovering free energy differences. Accordingly, we chose the Bennett method to evaluate \( \Delta F_{ab} \). In this respect we notice that other bidirectional PMF estimators (eqn (16) of ref. 36 and eqns (7) and (10) of ref. 38) also use the quantity \( \Delta F_{ab} \) estimated from the Bennett method to calculate the whole free energy profile.

III. Numerical tests: methods and systems

As stated above, to assess the performances of eqn (2.7) in relation to the well known unidirectional Jarzynski method (eqn (1.1)) and other bidirectional methods, we have performed PMF estimates related to the unfolding/refolding process of one alanine decapptide (A\(_{10}\)) at finite temperature and to the externally driven motion of a Brownian particle experiencing a one-dimensional potential.

A Alanine decapptide

In the case of A\(_{10}\), the employed work measurements have been taken from earlier computer experiments whose technical details are given elsewhere.\(^21\) However, for the sake of completeness, in this section we give again a description of the system and some technical details on the simulations.

Pulling numerical experiments have been performed using constant-volume constant-temperature steered molecular dynamics simulations, taking the end-to-end distance of A\(_{10}\) as collective coordinate \( \zeta \). In particular, \( \zeta \) is the distance between the nitrogen atom of the N-terminus amino-acid (constrained to a fixed position) and the nitrogen atom of the C-terminus amino-acid (constrained to move along a fixed direction). In agreement with earlier studies,\(^{22}\) the values of the control parameter \( \lambda \) in the folded and unfolded states of A\(_{10}\) are taken to be 15.5 and 31.5 Å, respectively. The unfolding process of A\(_{10}\) has been arbitrarily chosen to be the forward, \( F \), direction. In the context of our notation, we therefore set \( \lambda_o = 15.5 \) Å and \( \lambda_b = 31.5 \) Å. It should be noted that in general the end-to-end distance does not uniquely determine the configurational state of polypeptides. However, in the specific case of A\(_{10}\), the equilibrium distribution at \( \lambda = \lambda_o \) corresponds to an ensemble of microstates tightly peaked around the \( \alpha \)-helix form, as for this end-to-end distance alternative structures are virtually impossible. The same holds true for the state corresponding to \( \lambda = \lambda_b \), which basically represents an almost fully elongated configuration of the peptide. This implies that these two thermodynamic states can be effectively sampled using relatively few microstates obtained from equilibrium molecular dynamics simulations at the given \( \lambda \) values. The initial microstates for the \( F \) and \( B \) realizations have therefore been randomly picked (every 5 ps) from two standard molecular dynamics simulations where the initial system Hamiltonian is supplied with an additional harmonic potential, \( k(\zeta - \lambda_o)^2 \), with \( \lambda \) fixed to \( \lambda_o \) and \( \lambda_b \), respectively. The force constant \( k \) is taken to be 800 kcal mol\(^{-1} \) Å\(^{-2} \), corresponding in this system to a very stiff spring regime. In both equilibrium molecular dynamics simulations and in the subsequent series of steered molecular dynamics simulations, constant temperature (300 K) has been enforced using a Nosé-Hoover thermostat.\(^ {40-41} \) The force field has been taken from ref. 42. Given the limited size of the sample, no cutoff radius has been imposed on the atomic pair interactions and no periodic boundary conditions have been applied. The equations of motion have been integrated through a multiple time step technique as implemented in the ORAC program.\(^4 \) For each type of process, \( F \) and \( B \), we generated \( 10^4 \) realizations guiding \( \lambda \) from \( \lambda_o \) to \( \lambda_b \) (\( F \) realizations) or from \( \lambda_b \) to \( \lambda_o \) (\( B \) realizations) with the harmonic potential reported above. The time-dependence of \( \lambda \) determines the pulling velocity of the realizations and in general their time schedule. In our case, \( \lambda \) varies linearly with the time, i.e., \( \lambda = \lambda_o + \lambda_b t / \lambda_o \) for the \( F \) realizations and \( \lambda = \lambda_o - \lambda_b t / \lambda_b \) for the \( B \) ones. Therefore, the duration time of each pulling realization is \((\lambda_b - \lambda_o)/\dot{\lambda}\). The value of the work function at a
given time $t$ during a realization is calculated by integrating the partial derivative of the harmonic potential with respect to time from time zero to time $t$. Six series of $B/F$ work measurements differing only in the pulling velocity have been performed ($\lambda = 80, 160, 320, 533, 800$ and $1600 \, \text{Å ns}^{-1}$).

**B Brownian particle**

The case of a one-dimensional particle moving according to overdamped Langevin dynamics is inspired by ref. 44, in the same fashion as ref. 38. In particular, we have carried out steered Langevin simulations of one particle obeying the time-dependent potential energy $V'(x;\lambda) = V(x) + k\lambda [\zeta'(x) - \lambda^2]$, where the collective coordinate $\zeta'(x)$ simply corresponds to the particle position ($i.e.$ $\zeta'(x) = x$) and $V(x)$ is the real one-dimensional potential energy. The time-dependent harmonic potential is used to produce the nonequilibrium realizations through the externally driven control parameter. As for $\Lambda_{10}$, $\lambda$ is chosen to vary linearly with the time from $\lambda_0 = -1.5$ to $\lambda_b = 1.5$ ($F$ realizations) and vice versa ($B$ realizations). The diffusion coefficient and the inverse temperature $\beta$ are both 1, and we use a time step of 0.001. The force constant $k$ is 15. The work performed on the system was accumulated according to Hummer.44 The potential energy of the system is

$$V(x) = 5(x^2 - 1)^2 + fx,$$  \hspace{1cm} (3.8)

where $f$ is a parameter (kept fixed during the simulations) used to modulate the shape of $V(x)$. In these tests, we have analyzed three types of potential energy: $f = 0, 3, 9$. It is known that the free energy profile of the unperturbed system corresponds to $V(x)$.44 However, as stated above, in the present context we are interested in the $\lambda$-dependent PMF. Given the extreme simplicity of the potential energy $V(x)$, the exact $\lambda$-dependent PMF to be used as a reference can be calculated directly from eqn (2.5) through numerical integration. Three series of $B/F$ work measurements, with different pulling velocities, have been performed for each value of $f$: $\lambda = 4 \times 10^{-2}$, $3 \times 10^{-2}$, and $6 \times 10^{-2}$ step$^{-1}$ (corresponding to 750, 100, and 50 simulation steps, respectively). For each series, we have generated $10^4 F$ and $10^4 B$ realizations. The initial particle positions for the $F$ and $B$ realizations have been taken from equilibrium simulations at fixed $\lambda$.45 Each realization has been performed with a different seed for random number generation.

**IV. Numerical tests: results**

**A Alanine deca-peptide**

From now on we denote the various estimates of the PMF with $\Phi_{\lambda}(\lambda)$, where the subscript indicates the kind of estimator,46 $x \equiv JF$, $JB$ for the Jarzynski equalities in the $F$ and $B$ directions; $x \equiv CP$, $MA$, $CMP$ for the bidirectional estimators related to eqn (2.7) of the present work, eqn (7) of ref. 38, and eqn (16) of ref. 36, respectively. Clearly, for the bidirectional estimators, the total number $n$ of employed work measurements corresponds to the sum $n_F + n_B$, $n_F$ and $n_B$ being the number of $F$ and $B$ realizations taken into account. In the present calculations we consider only the case $n = 2n_B = 2n_F$, though the bidirectional methods can be applied with arbitrary $n_B$ and $n_F$. In this respect we point out that the most efficient value of the ratio $n_F/n_B$ in applying the Bennett acceptance ratio method, namely to estimate $\Delta F_{\lambda}^{\text{B}}$, has been shown to be always close to one.26 The limits $n_F \gg n_B$ and $n_F \ll n_B$ are significantly less efficient sometimes by three or four orders of magnitude.

The “exact” PMF that we use as reference is denoted with $\Phi_{\text{PMF}}(\lambda)$ and has been calculated through thermodynamic integration40 on the system $\Lambda_{10}$ plus a harmonic potential used to constrain the collective coordinate around the equilibrium value (the force constant is equal to that used in steered molecular dynamics simulations). Of course, the various PMF estimators may differ from $\Phi_{\text{PMF}}(\lambda)$ for an arbitrary constant, say $q$. Therefore, in order to make consistent comparisons, we have determined $q$ using a least-squares procedure. Specifically, the constant $q$ to be added to $\Phi_{\lambda}(\lambda)$ is calculated by solving the equation $\delta \eta^2/\delta q = 0$, where

$$\eta^2 = \frac{1}{N} \sum_{i=1}^{N} (\Phi_{\lambda}(\lambda_i) - \Phi_{\text{PMF}}(\lambda_i))^2.$$  \hspace{1cm} (4.9)

The resolution for $\lambda$ has been arbitrarily chosen to be 0.2 Å, so that $N = 81$ in eqn (4.9). The values of $\eta$ obtained from the PMF estimates $\Phi_{\lambda}(\lambda) (x \equiv JF, JB, CP, MA, CMP)$ for different pulling velocities and for different numbers $n$ of employed realizations are reported in Table 1. The $\eta$ values reported in

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\Phi_{\text{CP}}(\lambda)$</th>
<th>$\Phi_{\text{JB}}(\lambda)$</th>
<th>$\Phi_{\text{B}}(\lambda)$</th>
<th>$\Phi_{\text{CMP}}(\lambda)$</th>
<th>$\Phi_{\text{MA}}(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0.5</td>
<td>0.5</td>
<td>0.2</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>160</td>
<td>0.8</td>
<td>1.4</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>320</td>
<td>0.5</td>
<td>1.4</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>533</td>
<td>3.2</td>
<td>3.2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>800</td>
<td>2.9</td>
<td>2.9</td>
<td>4.1</td>
<td>4.1</td>
<td>4.1</td>
</tr>
<tr>
<td>1600</td>
<td>9.6</td>
<td>9.6</td>
<td>6.7</td>
<td>6.7</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.9</td>
<td>0.8</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>160</td>
<td>2.5</td>
<td>3.1</td>
<td>1.3</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>320</td>
<td>4.9</td>
<td>3.9</td>
<td>1.5</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>533</td>
<td>8.9</td>
<td>7.9</td>
<td>3.4</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>800</td>
<td>11.8</td>
<td>13.8</td>
<td>4.3</td>
<td>4.2</td>
<td>4.2</td>
</tr>
<tr>
<td>1600</td>
<td>18.8</td>
<td>30.1</td>
<td>9.5</td>
<td>6.8</td>
<td>6.8</td>
</tr>
<tr>
<td>80</td>
<td>0.6(4)</td>
<td>1.1(3)</td>
<td>0.8(3)</td>
<td>0.5(2)</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>0.9(5)</td>
<td>3(1)</td>
<td>1(1)</td>
<td>0.4(4)</td>
<td>0.9(5)</td>
</tr>
<tr>
<td>320</td>
<td>2.1(9)</td>
<td>7(2)</td>
<td>6(2)</td>
<td>2.5(7)</td>
<td>2.0(9)</td>
</tr>
<tr>
<td>533</td>
<td>4(1)</td>
<td>10(2)</td>
<td>11(3)</td>
<td>4(2)</td>
<td>4(1)</td>
</tr>
<tr>
<td>800</td>
<td>6(2)</td>
<td>13(2)</td>
<td>19(5)</td>
<td>7(2)</td>
<td>6(2)</td>
</tr>
<tr>
<td>1600</td>
<td>7(1)</td>
<td>21(2)</td>
<td>30(1)</td>
<td>9(1)</td>
<td>7(1)</td>
</tr>
<tr>
<td></td>
<td>1.1(6)</td>
<td>2.7(9)</td>
<td>2(1)</td>
<td>1.2(4)</td>
<td>1.0(5)</td>
</tr>
<tr>
<td>160</td>
<td>5(1)</td>
<td>5(2)</td>
<td>2.2(9)</td>
<td>2(1)</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>4(2)</td>
<td>11(4)</td>
<td>4(1)</td>
<td>4(2)</td>
<td></td>
</tr>
<tr>
<td>533</td>
<td>6(3)</td>
<td>12(2)</td>
<td>18(5)</td>
<td>7(2)</td>
<td>6(3)</td>
</tr>
<tr>
<td>800</td>
<td>8(2)</td>
<td>16(2)</td>
<td>26(5)</td>
<td>8(2)</td>
<td>8(2)</td>
</tr>
<tr>
<td>1600</td>
<td>8(2)</td>
<td>24(3)</td>
<td>31(1)</td>
<td>8(2)</td>
<td>8(2)</td>
</tr>
</tbody>
</table>
the Table correspond to the average of several estimates recovered from non-overlapping sets of work measurements. For example, the results related to the bidirectional PMF estimators \( \Phi_{\text{CP}}(\lambda) \), \( \Phi_{\text{MA}}(\lambda) \), and \( \Phi_{\text{CMP}}(\lambda) \) for \( n = 100 \) (\( \eta_F = \eta_B = 50 \)) have been averaged over 200 sets of independent data, such that \( 200 \times n \) equals \( 2 \times 10^4 \) (i.e., the total number of \( F \) and \( B \) work measurements). In the case of \( \Phi_{\text{BF}}(\lambda) \) and \( \Phi_{\text{BF}}(\lambda) \), with \( n = 100 \), the number of independent sets considered for averaging is instead 100, because the number of available work measurements for each direction of the process is \( 10^3 \). This implies that Jarzynski PMF estimates cannot be produced with \( n = 2 \times 10^2 \). In Table 1 we also report the standard deviation of \( \eta \) calculated over the values recovered from the independent sets of measurements.

The general worsening of the accuracy of the PMF estimators with increasing pulling velocity and with decreasing number of realizations \( n \) is expected on the basis of statistical reasons. The remarkable result is that the performances of both Jarzynski equalities in the \( F \) and \( B \) directions are much worse than those of the other PMF estimators, especially when the pulling velocity is increased. In fact, at high pulling velocities, the differences of \( \eta \) between the unidirectional and bidirectional methods exceed the standard deviations significantly. In this respect, it should be noted that for \( \Phi_{\text{BF}}(\lambda) \) and \( \Phi_{\text{BF}}(\lambda) \) the \( \eta \) quantity actually gives an underestimate of the error. In fact, if on the one hand Jarzynski PMF estimators are accurate at the beginning of the reaction path, i.e. where the dissipated work is small, on the other hand their performances become worse at the end of the reaction path due to bias arising from dissipation. This nonuniform distribution of the error through the reaction path suggests that the actual error cannot simply be determined by considering the overall PMF curve as implied by eqn (4.9). Despite this, it is evident that an analysis made on the basis of \( \eta \) does not prevent one from drawing conclusions about the relative performances of the PMF estimators under consideration.

Furthermore, it is worth noting that, according to Minh and Adib’s findings, \( \Phi_{\text{CMP}}(\lambda) \) is the least well performing among the bidirectional PMF estimators. Notwithstanding, the differences in the \( \eta \) quantity do not exceed few kJ mol\(^{-1}\), often being smaller than the standard deviations of the estimates. Comparing \( \Phi_{\text{CP}}(\lambda) \) with \( \Phi_{\text{MA}}(\lambda) \), we note that, for high pulling velocities, they are numerically equivalent, while the latter estimator seems to work slightly better for slow processes. However, the differences always being of the order of few kJ mol\(^{-1}\) (e.g., for set C of Table 1 these differences are below the standard deviation of \( \eta \)), we cannot draw any certain and general conclusions regarding the relative accuracy of the two estimators \( \Phi_{\text{CP}}(\lambda) \) and \( \Phi_{\text{MA}}(\lambda) \). As far as the \( A_{10} \) system is concerned, they indeed appear equivalently good estimators. As a matter of fact, we will see in section IVB that, for the Brownian particle case, \( \Phi_{\text{CP}}(\lambda) \) works slightly better than \( \Phi_{\text{MA}}(\lambda) \) for slow pulling velocities of the process.

A visual comparison between \( \Phi_{\text{BF}}(\lambda) \), \( \Phi_{\text{BF}}(\lambda) \), and \( \Phi_{\text{CP}}(\lambda) \) with \( n = 10^4 \) is given in Fig. 1 for three representative pulling velocities (\( \Phi_{\text{BF}}(\lambda) \) is also reported as reference). The much better performance of \( \Phi_{\text{CP}}(\lambda) \) with respect to both unidirectional Jarzynski equalities is evident. We point out that the discrepancies between \( \Phi_{\text{BF}}(\lambda) \) and \( \Phi_{\text{CP}}(\lambda) \) are significant only at very high pulling velocity (800 Å ns\(^{-1}\)). Such velocity means that one tries to irreversibly unfold or refold the \( A_{10} \) peptide in less than 20 ps, which is indeed a very dissipative regime. The greater the work dissipated, the less accurate \( \Phi_{\text{BF}}(\lambda) \) and \( \Phi_{\text{BF}}(\lambda) \) become. Nonetheless the degradation in performance of their combined form (in the form of eqn (2.7)) with increasing pulling velocity is much less dramatic than that of the unidirectional Jarzynski equalities. We also remark that this fact must not be ascribed to statistical reasons related to the number of realizations, because the total number of realizations employed in the estimators is the same.

**B Brownian particle**

The results obtained from the steered dynamics of a Brownian particle are summarized in Tables 2-4, where we report the values of \( \eta \) and the related standard deviations for the three systems with unperturbed Hamiltonians corresponding to \( f = 0, 3, 9 \) (see eqn (3.8)). The performances have been analyzed for different pulling velocities and different numbers \( n \) of realizations. In this case, \( \eta \) has been computed (see eqn (4.9)) in the interval \( -1.5 \leq \lambda \leq 1.5 \) with a \( \lambda \)-resolution of 0.06, for a total of \( N = 51 \) points along the domain of \( \lambda \). As usual, \( \eta \) corresponds to the average of several estimates calculated from non-overlapping sets of work measurements (see section IV A for a detailed explanation). Overall, the data are consistent with those obtained for the \( A_{10} \).

![Fig. 1](image-url) Comparison between \( \Phi_{\text{CP}}(\lambda) \) (solid line), \( \Phi_{\text{BF}}(\lambda) \) (dashed line), and \( \Phi_{\text{BF}}(\lambda) \) (dot-dashed line) for the \( A_{10} \) peptide (with \( n = 10^4 \)) at various pulling velocities \( \dot{\lambda} \) from panel (a) to panel (c): \( \dot{\lambda} = 160, 533, \) and 800 Å ns\(^{-1}\). The exact PMF, \( \Phi_{\text{BF}}(\lambda) \), is also reported (circles). We have arbitrarily chosen \( \Phi_{\text{BF}}(\lambda) = 0 \), while the additive constants for the \( \Phi_{\text{CP}}(\lambda) \), \( \Phi_{\text{BF}}(\lambda) \) and \( \Phi_{\text{BF}}(\lambda) \) curves have been determined by minimizing the \( \eta \) quantity of eqn (4.9).
Table 2 Brownian particle case ($f = 0$); $\eta$ values calculated using $\Phi_{\text{CP}}(\lambda)$ (eqn (2.7)), $\Phi_{\text{CF}}(\lambda)$ (eqn 1.1), $\Phi_{\text{MB}}(\lambda)$ (eqn (1.11), $\Phi_{\text{CMP}}(\lambda)$ (eqn (16) of ref. 36), and $\Phi_{\text{MA}}(\lambda)$ (eqn (7) of ref. 38) for various pulling velocities $\lambda$ (in $10^{-3}$ step$^{-1}$) and for $n = 2 \times 10^4$, $2 \times 10^4$, $10^5$ (sets A, B, and C, respectively). The standard deviation of $\eta$ is reported in parentheses as the error on the last digit. Because of the low number of independent sets, the standard deviation is meaningless for the set A. For the set B, the standard deviation is calculated over 10 and 5 estimates of $\eta$ (bidirectional and unidirectional methods, respectively). For the set C, the standard deviation is calculated over 200 and 100 estimates of $\eta$ (bidirectional and unidirectional methods, respectively).

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\Phi_{\text{CP}}(\lambda)$</th>
<th>$\Phi_{\text{CF}}(\lambda)$</th>
<th>$\Phi_{\text{MB}}(\lambda)$</th>
<th>$\Phi_{\text{CMP}}(\lambda)$</th>
<th>$\Phi_{\text{MA}}(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.44</td>
<td>0.43</td>
<td>0.47</td>
<td>0.13</td>
</tr>
<tr>
<td>A</td>
<td>30</td>
<td>0.86</td>
<td>3.03</td>
<td>3.23</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.03</td>
<td>3.90</td>
<td>4.02</td>
<td>0.84</td>
</tr>
<tr>
<td>B</td>
<td>30</td>
<td>0.74</td>
<td>6.7(5)</td>
<td>8.1(3)</td>
<td>3.2(3)</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.84</td>
<td>8.8(4)</td>
<td>9.9(1)</td>
<td>4.0(2)</td>
</tr>
<tr>
<td>C</td>
<td>30</td>
<td>0.9(5)</td>
<td>8(1)</td>
<td>8.6(7)</td>
<td>3.6(3)</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.9(4)</td>
<td>10(1)</td>
<td>10.3(6)</td>
<td>4.4(2)</td>
</tr>
</tbody>
</table>

Table 3 $\eta$ values and standard deviations for the Brownian particle case $f = 3$. See Table 2 for details.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\Phi_{\text{CP}}(\lambda)$</th>
<th>$\Phi_{\text{CF}}(\lambda)$</th>
<th>$\Phi_{\text{MB}}(\lambda)$</th>
<th>$\Phi_{\text{CMP}}(\lambda)$</th>
<th>$\Phi_{\text{MA}}(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.08</td>
<td>0.41</td>
<td>0.43</td>
<td>0.44</td>
<td>0.08</td>
</tr>
<tr>
<td>A</td>
<td>30</td>
<td>1.33</td>
<td>3.28</td>
<td>3.33</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2.19</td>
<td>2.19</td>
<td>4.24</td>
<td>1.95</td>
</tr>
<tr>
<td>B</td>
<td>30</td>
<td>1.3(4)</td>
<td>6.1(5)</td>
<td>8.8(3)</td>
<td>3.3(3)</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.9(5)</td>
<td>7.6(4)</td>
<td>11.0(1)</td>
<td>4.24(9)</td>
</tr>
<tr>
<td>C</td>
<td>30</td>
<td>1.2(7)</td>
<td>7.4(9)</td>
<td>9.5(8)</td>
<td>3.7(4)</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.6(7)</td>
<td>8.8(9)</td>
<td>11.6(7)</td>
<td>4.5(3)</td>
</tr>
</tbody>
</table>

Table 4 $\eta$ values and standard deviations for the Brownian particle case $f = 9$. See Table 2 for details.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\Phi_{\text{CP}}(\lambda)$</th>
<th>$\Phi_{\text{CF}}(\lambda)$</th>
<th>$\Phi_{\text{MB}}(\lambda)$</th>
<th>$\Phi_{\text{CMP}}(\lambda)$</th>
<th>$\Phi_{\text{MA}}(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.08</td>
<td>0.41</td>
<td>0.43</td>
<td>0.44</td>
<td>0.08</td>
</tr>
<tr>
<td>A</td>
<td>30</td>
<td>2.19</td>
<td>3.64</td>
<td>3.64</td>
<td>2.19</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>4.04</td>
<td>4.89</td>
<td>4.89</td>
<td>4.04</td>
</tr>
<tr>
<td>B</td>
<td>30</td>
<td>2.1(4)</td>
<td>4.2(3)</td>
<td>9(1)</td>
<td>3.7(3)</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>4.0(4)</td>
<td>5.0(3)</td>
<td>12.2(2)</td>
<td>4.9(2)</td>
</tr>
<tr>
<td>C</td>
<td>30</td>
<td>2.5(8)</td>
<td>4.9(6)</td>
<td>10(1)</td>
<td>4.1(6)</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>4.1(8)</td>
<td>5.8(7)</td>
<td>13.1(9)</td>
<td>5.3(5)</td>
</tr>
</tbody>
</table>

Fig. 2 Comparison between $\Phi_{\text{CP}}(\lambda)$ (solid line), $\Phi_{\text{CF}}(\lambda)$ (dashed line), and $\Phi_{\text{MA}}(\lambda)$ (dot-dashed line) for the Brownian systems corresponding to $f = 0, 3, 9$, with $n = 2 \times 10^3$ and pulling velocity of $4 \times 10^{-3}$ step$^{-1}$. The exact PMF $\Phi(\lambda)$ (eqn (2.5)) is also reported (circles). We have arbitrarily chosen $\Phi(-1.5) = 0$, while the additive constants for the $\Phi_{\text{CP}}(\lambda)$, $\Phi_{\text{CF}}(\lambda)$ and $\Phi_{\text{MA}}(\lambda)$ curves have been determined by minimizing the $\eta$ quantity of eqn (4.9).
approximated to a simple work exponential average because, due to large dissipation, \( W_f(\lambda_b) \gg \Delta F_{ab} \) so that in the denominator one can neglect \( n e^{\exp\left[\beta(-W_f(\lambda_b) + \Delta F_{ab})\right]} \) with respect to \( n_F \). Analogously, as the average over the \( B \) realizations is concerned, considering the same conditions of large dissipation \( (i.e. \text{ for the limit case } W_g(\lambda_u) \gg -\Delta F_{gb}) \), one can neglect \( n_F \) with respect to \( n e^{\exp\left[\beta(W_g(\lambda_u) + \Delta F_{gb})\right]} \). The ensuing expression of \((\cdots)\) in eqn (4.10) corresponds exactly to the second work exponential average of eqn (2.7). The numerical equivalence between eqns (2.7) and (4.10) can be fully appreciated in the \( \eta \) values and their standard deviations reported in Tables 1-4.

V. Conclusions

In the context of systems driven far from equilibrium, we have presented an extremely simple bidirectional PMF estimator (eqn (2.7)) based on “Jarzynski-like” work exponential averages and on the free energy difference between end states estimated using the Bennett acceptance ratio method. Numerical tests have been done using steered molecular dynamics simulations of an alanine deca-peptide and steered Langevin dynamics of a one-dimensional particle. We have shown that our PMF estimator outperforms the Jarzynski equality significantly. The formal simplicity of eqn (2.7) and its excellent performance in recovering the exact PMF even for highly dissipative realizations can be understood noting that, in such situations, the algorithm recently proposed by Minh and Adib\(^{38}\) practically reduces to eqn (2.7). This connection is fully evident from the numerical standpoint when performing pulling experiments at high velocity, \( i.e. \), for large dissipative processes. We have however shown that this fact does not limit the use of eqn (2.7) to the case of fast pulling processes. Indeed, even when we are dealing with low dissipative processes, namely in those cases where the differences between the two algorithms should be more evident, Minh and Adib\(^{38}\) estimator and eqn (2.7) still continue to show comparable performances.

In the framework of mechanical pulling experiments of systems driven out of equilibrium, the demonstrated accuracy of bidirectional PMF estimators,\(^\text{36,38}\) including eqn (2.7), for fast pulling velocities of the control parameter \( i.e. \), for computationally convenient simulations) is a very promising feature for making these techniques competitive with standard equilibrium non-Boltzmann methodologies also in more complex systems.
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39. The mathematical form of the additional potential is arbitrary. The only requirement is that it is able to constrain the collective coordinate \( q(\lambda) \) around a given \( \lambda \) value.
45. \( \lambda = \lambda_b \) for the \( F \) realizations and \( \lambda = \lambda_u \) for the \( B \) realizations.
46. We will also use the same notation to indicate generally the corresponding PMF estimator.